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Highlights: 

• Support Vector Machine and Logistic Regression showed promise for ASD prediction. 

• To achieve high accuracy in ASD prediction, proper handling of missing data, normalization, and 

feature selection is essential. 

• This review explores machine learning techniques for ASD prediction, including data preparation, 

modeling, and evaluation. 

 

Abstract:  Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder that 

significantly affects social, linguistic, and cognitive skills. Early diagnosis is crucial for 

improving long-term outcomes, yet traditional diagnostic methods are time-consuming and 

expensive. This review aims to explore the potential of machine learning techniques in 

enhancing the accuracy and efficiency of ASD prediction and diagnosis. By examining ten 

studies, the review evaluates the various machine learning (ML) algorithms used, pre-

processing techniques employed, and datasets analysed. Key findings indicate that pre-

processing techniques such as handling missing values, normalization, and feature selection are 

vital for improving model accuracy. Support Vector Machine and Logistic Regression 

consistently demonstrated high accuracy in predicting ASD across various datasets. The 

conclusion underscores the importance of pre-processing in developing reliable machine 

learning models for ASD prediction and highlights the need for future research to address 

challenges related to data accessibility, model interpretability, and validation across diverse 

populations. The responsible integration of ML technologies into clinical practice could 

revolutionize early diagnosis and intervention strategies for ASD. 
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1. Introduction 

Autism Spectrum Disorder (ASD) is a complex neurodevelopmental condition that affects 

individuals in various ways, primarily characterized by challenges in social communication, 

restrictive interests, and repetitive behaviours (Hodges et al., 2020). The prevalence of ASD 

has been increasing globally, necessitating enhanced understanding, early diagnosis, and 

effective intervention strategies to improve the quality of life for those affected. The Centres 

for Disease Control and Prevention (CDC) in the United States estimate that 1 in 68 children 

are affected with autism. This implies that about 9000 Malaysian babies are born with autism 

each year (NASOM, 2022). 

Traditional diagnostic methods, although thorough, often involve lengthy evaluations by 

specialized professionals, which can delay intervention and support. The diagnosis and 

treatment of ASD is a complicated developmental disease that impacts behaviour and 

communication (Okoye et al., 2023), can be substantially aided by data-driven insights. The 

integration of machine learning techniques into the medical diagnostics field presents a 

promising avenue for addressing these challenges. Data mining is a practice of obtaining 

valuable information from massive data (Shu & Ye, 2023). It involves applying a variety of 

methods from database systems, machine learning, and statistics to find correlations, patterns, 

and trends in the data. Machine learning, a subset of artificial intelligence, involves algorithms 

that enable computers to learn from and make predictions based on data (Sarker, 2021). By 

leveraging machine learning, these algorithms can potentially streamline the diagnostic process, 

offering quicker, more consistent, and possibly earlier detection of the disorder. 

Data mining can help healthcare professionals identify the most important factors for 

diagnosing a disease (Saleh & Rabie, 2023). This can lead to more accurate and efficient 

diagnoses, especially for complex conditions. Besides, it can help to identify and eliminate 

outliers in medical data, which can improve the accuracy of diagnostic models (Mehbodniya et 

al., 2022; Saleh & Rabie, 2023). This can save time and resources by preventing the use of bad 

training data.  

Data mining offers healthcare professionals a powerful set of tools to improve diagnoses, 

eliminate inefficiencies, and ultimately deliver better patient care. Therefore, this paper aims to 

explore the current state of research on using machine learning for the prediction and diagnosis 

of ASD. This review includes the studies that have applied various machine learning algorithms 

to ASD datasets, highlighting their methodologies and findings.  
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2.  Machine Learning Trends in ASD 

ASD remains a complex and time-consuming process, often leading to delays in critical 

interventions. However, the field of machine learning is rapidly transforming the landscape of 

ASD research. A recent publication trend analysis on Scopus using the keywords "Autism 

Spectrum Disorder" or "ASD" and "machine learning" or "ML" returned 2,526 results. This 

clearly shows that there is great potential for ML to revolutionize the diagnosis of ASD. Figure 

1 shows the number of documents by year related to machine learning and ASD. From the 

figure, it is clearly seen that the number of documents related to both machine learning and 

ASD has been increasing over time. 

 

 

Figure 1. Number of documents by year (Scopus, 2024) 

 

Table 1 shows the list of previous research related to ASD. Based on the review, most of the 

research are directed to the utilization of machine learning techniques to enhance the diagnosis 

and prediction of ASD. Early detection and intervention are crucial in managing ASD 

effectively, yet conventional diagnostic methods are often time-consuming and costly. 

Therefore, researchers are turning to ML algorithms to streamline the diagnostic process and 

improve accuracy. 

Table 1. List of previous research from the literature related to ASD 

No. Title Author Objective Result 
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1. Analysis and 

Detection of Autism 

Spectrum Disorder 

Using Machine 

Learning 

Techniques 

(Raj & 

Masood, 

2020) 

Exploring machine 

learning techniques for 

the prediction and 

analysis of ASD 

problems in children, 

adolescents, and adults. 

Convolutional Neural 

Networks (CNN) 

outperformed other models 

with accuracy of 99.53% for 

the ASD screening in adult’s 

dataset, 98.30% for the ASD 

screening in children dataset 

and 96.88% for the ASD 

screening in adolescent’s 

dataset. 

 

2. Detection of Autism 

Spectrum Disorder 

(ASD) in Children 

and Adults Using 

Machine Learning 

(Farooq et al., 

2023) 

This research aimed to 

develop a novel ASD 

detection system using 

for early diagnosis, 

particularly focusing on 

children 

The proposed model 

achieved high accuracy with 

98% accuracy in detecting 

ASD in children, and 81% 

accuracy in detecting ASD 

in adults. 

 

3.  Predicting Autism 

Spectrum Disorder 

Using Machine 

Learning Classifiers 

(Chowdhury 

& Iraj, 2020) 

This paper aims to 

measure and identify 

ASD  

Support Vector Machine 

(SVM) classifier with the 

Gaussian Radial Kernel 

achieves 95% accuracy. 

4.  An Evaluation of 

Machine Learning 

Approaches for 

Early Diagnosis of 

Autism Spectrum 

Disorder 

(Rasul et al., 

2024) 

Evaluate different 

machine learning 

approaches for the early 

diagnosis of ASD using 

classification and 

clustering 

The SVM and Logistic 

Regression (LR) models 

achieve the highest accuracy 

of 100% for the children 

dataset. The LR model 

produces the highest 

accuracy of 97.14% for the 

adult dataset.  
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5.  The Classification 

of Autism Spectrum 

Disorder by 

Machine Learning 

Methods on 

Multiple Datasets 

for Four Age 

Groups 

(Khudhur & 

Khudhur, 

2023) 

Develop a machine 

learning model to 

predict ASD across 

different age groups 

(toddler, child, 

adolescent, and adult) 

Decision Tree (DT), LR and 

Random Forest (RF) are the 

most effective model that 

achieved higher accuracy. 

6.  Detection of Autism 

Spectrum Disorder 

in Children Using 

Machine Learning 

Techniques 

(Vakadkar et 

al., 2021) 

To develop machine 

learning model to help 

detect children who 

may be at risk for ASD 

LR models provide higher 

accuracy 

7.  Effective Autism 

Spectrum Disorder 

Prediction to 

Improve the Clinical 

Traits Using 

Machine Learning 

Techniques 

(Surendiran et 

al., 2022) 

To develop ASD 

prediction framework 

that support 

behavioural aspect-

based analysis in 

children and 

adolescents 

ANN produces the highest 

accuracy of 97.68%, 

outperforming other 

methods. 

8.  Machine Learning-

Based Models for 

Early-Stage 

Detection of Autism 

Spectrum Disorders 

(Akter et al., 

2019) 

Apply machine learning 

for predicting ASD 

across different 

developmental stages 

(toddlers, children, 

adolescents and adults) 

to identify significant 

ASD risk factors. 

SVM showed the best 

performance for the toddler 

dataset, while Adaboost 

gave the best results for the 

children and adult datasets 

and Glmboost provided the 

best results for the 

adolescent dataset. 

9.  Prior Prediction and 

Management of 

Autism in Child 

Through 

Behavioural 

(Rahman & 

Mamun, 

2022) 

To analyse machine 

learning algorithm to 

determine set of 

conditions predictive of 

ASD  

Weighted Voting Classifier 

(WVC) achieved the highest 

accuracy (97%) on the 

dataset 

 



Saat et al.  JETA 2024, 9 (1) 42 - 54 
 

47 

 

Analysis Using 

Machine Learning 

Approach 

10. Autism Spectrum 

Disorder Prediction 

in Children Using 

Machine Learning 

(Abdelwahab 

et al., 2024) 

Use machine learning 

technique to improve 

ASD diagnosis across 

children, adolescents, 

and adults.  

LR demonstrated the highest 

accuracy for the selected 

dataset 

 

3.  Dataset Characteristics   

The datasets used by other researchers come from publicly available repositories, primarily the 

UCI Machine Learning Repository and Kaggle. The main types of datasets utilized include 

ASD Screening Data for Adults, Children, Adolescents, and Toddlers. Each dataset consists of 

categorical, continuous, and binary attributes. 

The attributes common across these datasets include patient age, sex, nationality, history of 

jaundice, family history of pervasive developmental disorders, experimental fulfilment, and 

screening-related information. Additionally, screening application usage and test type were 

recorded, along with screening scores derived from responses to ten questions, providing a 

comprehensive basis for ASD analysis and prediction across different age groups. This 

comprehensive dataset allows for a thorough analysis and prediction modelling of ASD across 

different age groups. 

Several studies have utilized these datasets, each focusing on different age groups. Raj and 

Masood (2020) and Abdelwahab et al. (2024) focused on adults, children, and adolescents. 

Meanwhile, Khudur and Khudur (2023), Akter et. al. (2019), and Farooq et al. (2023) employed 

ASD screening data for toddler, children, adolescence and adult. On the other hand, Chowdury 

and Iraj (2021) focused on adults, while Vakadkar et al. (2021) concentrated on toddlers. Rasul 

et al. (2024) used child and adult datasets from the same sources and added a combined dataset 

for further analysis. Overall, it is evident that most studies utilized the same datasets, but the 

results and algorithms used varied significantly. These differences can be attributed to the 

distinct pre-processing techniques employed in each study. 
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4.  Pre-processing Techniques   

Pre-processing techniques are crucial in preparing the dataset for effective machine learning 

model training, ensuring that the data is clean and appropriately formatted. Common pre-

processing steps include handling missing values, normalizing or standardizing the data, and 

encoding categorical variables. The choice of pre-processing method can significantly influence 

the performance and accuracy of the machine learning models, leading to different outcomes 

across studies using the same dataset (Alshdaifat et al., 2021). 

Various pre-processing methods have been employed by different researchers to prepare their 

datasets for machine learning analysis, significantly impacting the results and algorithm 

performance. Rasul et al. (2024) utilized missing value handling, one-hot encoding, feature 

scaling, and also performed feature selection to refine the dataset. Similarly, Khudur and 

Khudur (2023) and Abdelwahab et al. (2024) incorporated missing value handling, encoding, 

normalization, and feature selection in their study.  Raj and Masood (2020) emphasized 

transforming raw data into a meaningful format by handling missing values through imputation, 

detecting outliers, data discretization, and data reduction. Farooq et al. (2023) focused on data 

cleaning, noise removal, and normalization to ensure a high-quality dataset. Chowdury and Iraj 

(2021) primarily addressed missing values, while Vakadkar et al. (2021) included handling 

missing values, outliers, noise removal, encoding, normalization, and feature selection. Akter 

et. al (2019) dealt with noisy and missing records by replacing them with mean values, and also 

applied encoding techniques. Each of these pre-processing strategies aimed to enhance the 

dataset's quality, ultimately contributing to more accurate and reliable machine learning models 

for ASD prediction. Table 2 summarizes the pre-processing technique used by other 

researchers.  

Table 2. List of pre-processing technique used 

Authors  Missing 

Value  

Encoding Outliers Feature 

Scaling 

Feature 

Selection 

Data 

Reduction 

Data 

Discretization 

Noise 

Removal 

Normalization Data 

Cleaning 

(Raj & 

Masood, 

2020) 

√  √   √     

(Farooq et 

al., 2023) 

       √ √ √ 

(Chowdhury 

& Iraj, 2020) 

√          

(Rasul et al., 

2024) 

√ √  √ √      
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(Khudhur & 

Khudhur, 

2023) 

√ √   √    √  

(Vakadkar et 

al., 2021) 

√ √ √  √   √   

(Akter et al., 

2019) 

√       √   

(Abdelwahab 

et al., 2024) 

√ √   √    √  

 

5.  Machine Learning Algorithm  

After data pre-processing, the refined data is then fed into various machine learning algorithms 

for prediction. This step is critical as it enables the development of models that can accurately 

identify and predict ASD, ultimately aiding in early detection and intervention. Table 3 shows 

the list of algorithms used by other researchers.  

Table 3. List of algorithm used 

Authors  NB SVM LR KNN ANN CNN DT RF AdaBoost GImBoost WVC 

(Raj & 

Masood, 

2020) 

√ √ √ √ √ √      

(Farooq et 

al., 2023) 

 √ √         

(Chowdhury 

& Iraj, 2020) 

 √          

(Rasul et al., 

2024) 

 √ √  √       

(Khudhur & 

Khudhur, 

2023) 

√ √ √ √   √ √    

(Vakadkar et 

al., 2021) 

√ √ √ √    √    

(Surendiran 

et al., 2022) 

 √  √ √  √ √    

(Akter et al., 

2019) 

 √       √ √  
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(Rahman & 

Mamun, 

2022) 

√ √ √ √ √  √ √ √  √ 

(Abdelwahab 

et al., 2024) 

√ √ √ √   √ √    

 

NB = Naïve Bayes; SVM = Support Vector Machine; LR = Logistic Regression; KNN = K-

nearest Neigbour, ANN = Artificial Neural Network; CNN = Convolutional Neural Network; 

DT = Decision Tree; RF = Random Forest; WVC = Weighted Voting Classifier 

Based on the data presented in Table 2, SVM emerges as the most frequently utilized algorithm, 

appearing in ten research studies. Following closely behind is LR, employed seven times. KNN 

in the third position, with six research studies. SVM are favoured for machine learning in ASD 

since it performs effectively in high-dimensional spaces (Pisner & Schnyer, 2020), which is 

essential since ASD datasets often encompass numerous features related to behavioural, 

physiological, and demographic factors. Additionally, SVM is robust to overfitting (Boateng et 

al., 2020), a crucial feature when dealing with the noisy and intricate datasets often found in 

this field. These characteristics collectively make SVM a powerful and versatile tool for ASD 

prediction, capable of handling the complexities inherent in medical and behavioural data. 

Similarly, LR and KNN are commonly employed in machine learning for ASD prediction due 

to their distinct advantages and suitability for different types of datasets. LR is favoured for its 

simplicity and interpretability (Dumitrescu et al., 2022), making it particularly useful in clinical 

settings where understanding the model’s decisions is crucial. The coefficients in LR clearly 

indicate the weight of each feature, helping clinicians and researchers identify which factors 

are most predictive of ASD. Additionally, LR provides probabilistic outputs, offering not just 

the prediction but also the probability of belonging to a particular class (Cemiloglu et al., 2023). 

This probabilistic nature aids in assessing the degree of risk and making informed clinical 

decisions. On the other hand, KNN classifies new instances based on the majority class of their 

nearest neighbours, making it easy to implement and understand (Boateng et al., 2020). Its non-

parametric nature means that KNN makes no assumptions about the underlying data 

distribution, allowing it to model complex relationships in the data effectively. This flexibility 

is particularly useful for ASD datasets, which can be diverse and non-linear. KNN is also 

adaptable to various types of data, including numerical and categorical features, and can be 
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tailored to different distance metrics based on the data's characteristics (Wazirali, 2020). Figure 

2 shows the summary of algorithm used by other researchers.  

 

 

Figure 2. List of algorithms used by other researchers 

 

Based on the study, it is evident that machine learning algorithms show promise in accurately 

predicting and analysing ASD. For example, LR consistently demonstrates high accuracy 

across different datasets and age groups. This algorithm's effectiveness suggests its potential 

utility in clinical settings for early ASD detection, which could significantly impact intervention 

strategies and long-term outcomes for individuals with ASD 

Moreover, other algorithms such as SVM, RF, and Adaboost have also shown promising results 

in certain studies. These algorithms offer different strengths and may be more suitable for 

specific datasets or age groups. For instance, SVM has shown excellent performance in 

predicting ASD in toddlers, while Adaboost outperforms other classifiers for children and 

adults. 

 

6. Conclusion  

In conclusion, this review highlights the immense potential of machine learning for improving 

ASD prediction and diagnosis accuracy and efficiency. By leveraging advanced algorithms and 

robust data pre-processing techniques, researchers can develop increasingly sophisticated 
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models that facilitate early detection and intervention, ultimately leading to better long-term 

outcomes for individuals with ASD. Data pre-processing plays a critical role, as it ensures the 

quality and usability of data for machine learning models.  However, addressing challenges like 

data accessibility, model interpretability, and ensuring generalizability across diverse 

populations remains critical. Future research should explore advanced pre-processing methods, 

evaluate models on broader demographics, and prioritize ethical considerations surrounding 

data privacy in ASD diagnosis. 
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